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Abstract of the contribution: This contribution discusses the issues of QoS mapping between 5GS and TSN. We address the editor’s note in Solution#30 “Mapping TSN parameters to 3GPP 5G QoS”. 
1. Introduction
In this paper, we discuss: (i) why we must configure connections based on every bridge port pair traffic class, (ii) how the traffic class can be mapped with the relevant/selected set of 5QIs, and (iii) how to obtain the necessary data to configure connections in the 5GS from the configuration information that CNC sets in every 5G-virtual-bridge port. 
This paper provides details on how to perform the QoS mapping between TSN and 5GS, while being compliant with the input and output information required in TSN (fully centralized model). Also, this paper proposes a feedback approach in order to match the reported/exposed information to the TSN and the received configuration information from the CNC. In this way, the 5GS will configure connections internally only according to the needs and requirements. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]2. Discussion
TR 23.734 Solution#16 presents some principles on the information to be exposed to the TSN, which include a set of delay parameters. In this paper, we propose a set of parameters that are strictly necessary for the CNC to compute the scheduling and paths through the network.
Solution#18 described QoS negotiation between 3GPP and TSN networks. The control plane based QoS negotiation includes two stages: TSN capabilities report for 5GS TSN bridge ([1] section 6.18.1.2.1), and “TSN-aware QoS profile generation” (6.18.1.2.2).  Solution#30 [1] proposed a procedure of “TSN related QoS configuration for 5G virtual bridge” which can be an alternative to the “TSN-aware QoS profile generation” ([1] section 6.18.1.2.2). This procedure suggested a framework to divide TSN related QoS configuration for 5G virtual bridge into two parts: 
1) TSN QoS characteristics, which includes QoS parameters for TSN traffic transmission, such as latency of TSN bridge, traffic classes per port, priority level of TSN traffic classes, etc. This part of information can be mapped into QoS parameters in 5G QoS flows.
2) TSN scheduling parameters, which includes information for TSN supporting, such as gate control mechanism scheduling TSN traffic etc. This part of information is identified as additional parameters for 5GS to fulfil the QoS requirement of TSN communications, which is not included in the 5G QoS model.
This paper is an update of Solution#30, it provides a minimal set of TSN QoS parameters that needs to be mapped to 5G QoS.
In the last meeting (SA2#131), it was agreed to add the following text to [2], section 5.28:
“The mapping table between the traffic class and 5GS QoS Profile is provisioned and further used to find suitable 5GS QoS profile to transfer TSN traffic over the PDU Session.”
However, it was not mentioned what the mapping table is, what parameters are contained, and how to perform the QoS mapping between 5GS and TSN based on the table. These aspects are discussed in this paper. 


2.1 Set of QoS parameters required by TSN
Any TSN-bridge has a set of objects, which parameters can be accessed by a network management entity. In this document, we assume the use of a fully centralized TSN model, so the CNC is the network management entity. These parameters can be read-only (R) or read-and-write (R/W) type. Among those, we have selected the ones related to QoS in order to generate a mapping in the 5GS. This mapping of these parameters in 5GS is useful to configure the traffic flows according to the QoS requirements in the 5GS. 
In the following table, we present a minimum set of TSN bridge objects and parameters, their type (R/W or R), and description taken from the IEEE 802.1Q and IEEE 802.1Qcc. In general, other parameters could be as well mapped using the same technique proposed in this paper.
	TSN parameter
	Type
	Description

	traffic-class-table
	R/W
	Each frame is mapped to a traffic class using the Traffic Class Table for the Port and the frame’s priority. Structure: (a) Number of traffic classes, (b) enumeration of traffic classes, (c) respective priority (or set of priorities) per traffic class. 

	independentDelayMin/Max
	R
	Minimun/Maximum delay independent of the frame length (per port and per traffic class).

	dependentDelayMin/Max
	R
	Minimun/Maximum delay dependent of the frame length (per port and per traffic class). The length-dependent delay typically includes the time to receive and store each octet of the frame, which depends on the link speed of the ingress Port.

	txPropagationDelay
	R
	The transmission propagation delay along the network media for a frame transmitted from the specified Port of this station to the neighboring Port on a different station. (per port).



It is important to notice that the configuration information set by the CNC is based on traffic classes of the bridged network. As indicated in Figure 1, although CNC performs calculations to set up every single TSN stream, the information provided to bridges is based on the traffic classes per port. Also, the information to be reported to the CNC is by standard using a per-traffic-class basis. Therefore, the QoS mapping between TSN and 5GS should be focused on traffic classes, and not on a per-TSN-stream basis. 
[image: ]
Figure 1. Example of information released by CNC: (a) the configuration is calculated at CNC (per TSN stream), (b) the scheduling configuration set in egress ports by CNC (per traffic class)

Proposal 1: Include a minimum set of TSN QoS-related parameters that are relevant for mapping the QoS requirements in the 5GS. 
We propose this set: traffic class table (number of traffic classes, traffic classes enumeration, and their corresponding priorities), independentDelayMax/Min, dependentDelayMax/Min, and txPropagationDelay. 
The following parameters: independentDelayMax, independentDelayMin, dependentDelayMax, dependentDelayMin, and txPropagationDelay, how to calculate them is left as implementation and not defined in the standards.

2.2 TSN QoS mapping framework in 5GS
The TSN QoS mapping framework between 5GS and CNC involves two phases: 
1. 5GS virtual bridge capabilities report
2. TSN bridge configuration for 5GS virtual bridge


2.2.1 5GS virtual bridge capability report
Before a TSN stream is configured by the CNC, it must first get network capabilities, topology and delay information from every bridge. The CNC needs this information to perform the path and scheduling calculations. The 5GS virtual bridge must also provide such information. In this discussion, we pay special attention to the QoS-related information. 
For example, Figure 2 illustrates the way that information should be reported to the CNC. Every port reports the number of queues it handles, and the priority allocated to it. The bridge delays are reported per port pair and per traffic class. 
[image: ]
Figure 2. Example of information reported to the CNC: per traffic class
[bookmark: _Hlk1048027][bookmark: _Hlk529997035]For the QoS mapping between traffic classes and 5QIs, we try to preserve the priority levels of the 5QIs and match them to port traffic classes. To do so, the 5GS operator can choose up to eight traffic classes to be mapped. This decision is based on the factory needs and applications using TSN. The selection of up to eight 5QIs could include standard 5QIs or new 5QIs created to match the needs for deterministic services and TSC.
Once the set of 5QIs to be used for TSN is set, then it is possible to enumerate as many bridge port traffic classes as the number of selected 5QIs. The lowest priority value in 5QI maps to the highest priority value of the port traffic class. The rest of priorities in 5QIs are ordered in ascending values, and the port traffic class is ordered in descending values. In this way they are matched one to one, while preserving the 5QIs priority levels. In Figure 3, we can see an example of mapping, where 5QI 85 with priority 21 (the lowest value of the selected 5QIs in this example) is mapped to the highest port traffic class priority 7. In this way, the next 5QI 83 with priority 22 is mapped to traffic class priority 6, and so on. With every row of this mapping table (Figure 3) we include the parameters that are reported to the CNC as possible QoS classes that can be configured in the 5GS virtual bridge: Class, Priority, and Delay (where PDB is matched to independentDelayMax-UE Residence Time) mapped from the respective 5QI. There are also parameters that are meaningful to the 5GS such as PER, MDBV, and the averaging window. However, our focus is on priority and PDB. The QoS mapping table is pre-configured in the 5GS entity holding the map via OAM.

[image: ]
Figure 3. Example of TSN-5GS traffic class matching for the creation of the QoS mapping table
Proposal 2: Generate a QoS mapping table between port traffic classes and 5QI matching the delay and priority, while preserving the priorities in the 5GS.

2.2.2 TSN bridge configuration for 5GS virtual bridge
Once the CNC has received the necessary information, it proceeds to calculate scheduling and paths. The configuration information is then set in the bridge per port and per traffic class. The most relevant information received is the scheduling for every traffic class and port of the bridge. At this point, it is possible to retrieve the real QoS requirements by identifying the traffic class of the port. Then the traffic class to 5QI mapping can be performed using the QoS mapping table. Subsequently, the real QoS flow can be now configured using the 5QI retrieved from the QoS mapping table. We name this process the feedback approach, because it uses the reported information to the CNC and the feedback of the configuration information coming from the CNC to perform the mapping and configuration in the 5GS. The scheduling configuration information per traffic class is mapped to trigger creation/modification of a QoS flow in 5GS. In this way, 5GS proposes a number of QoS characteristics in each traffic class to the TSN (capability report phase) and then will get later the choices made by the CNC (which matches the requirements of the TSN streams) from the configuration information. The traffic classes coursing actual traffic will be configured in the 5GS, such that there is no need to pre-configure all traffic classes as QoS flows in 5GS but the ones with traffic. Otherwise, all QoS flows can be pre-configured, but it may lead to underutilization if there is no actual traffic.   
Proposal 3: Perform realistic mapping of TSN QoS requirements in 5GS by combining the reported information and the configuration information, using a feedback approach. 
We propose that the AF will obtain the information from the CNC and extract which traffic class(es) where configured per port pair and will retrieve the corresponding QoS requirement(s). In our example, the QoS requirement is the delay (independentDelayMax-UE Residence Time) per port pair per traffic class. Then a QoS mapping between the traffic classes and the QoS traffic profiles (5QIs) will take place at the 5GS entity holding the QoS mapping table.
Proposal 4: AF will extract the QoS requirements from the scheduling configuration information coming from the CNC for a specific port pair and a traffic class. Then, the traffic class mapping is performed at the 5GS entity holding the QoS mapping table.
 
3. Proposals
[bookmark: _Toc423020280]Proposal 1: Include a minimum set of TSN QoS-related parameters that are relevant for mapping the QoS requirements in the 5GS. We propose this set: traffic class table (number of traffic classes, traffic classes enumeration, and their corresponding priorities), independentDelayMax/Min, dependentDelayMax/Min, and txPropagationDelay. The following parameters: independentDelayMax, independentDelayMin, dependentDelayMax, dependentDelayMin, and txPropagationDelay, how to calculate them is left as implementation and not defined in the standards.
Proposal 2: Generate a QoS mapping table between port traffic classes and 5QI matching the delay and priority, while preserving the priorities in the 5GS.
Proposal 3: Perform realistic mapping of TSN QoS requirements in 5GS by combining the reported information and the configuration information, using a feedback approach. 
Proposal 4: AF will extract the QoS requirements from the scheduling configuration information coming from the CNC for a specific port pair and a traffic class. Then, the traffic class mapping is performed at the 5GS entity holding the QoS mapping table.
4. Procedures
5GS virtual bridge capabilities report phase
[image: ]
[bookmark: _Hlk1461356]Figure 4. Virtual bridge capabilities report phase
[bookmark: _Hlk1410288]The procedures illustrated in Figure 4, are described below:
1. Based on UE request or trigged via network, a PDU session is established. If the PDU session is to be connected to a TSN, up to eight QoS flows are configured for the TSN traffic classes according to UE subscription, operator’s policy or pre-configuration. The QoS flows may not been established until CNC indicates the resource reservation for arriving streams.
2. Based on the request from SMF, TSN translators in UE side and UPF side collect the network topology, propagate delay and TSN related information.

3. The TSN bridge management information (bridge ID, port ID), and supported QoS parameters for TSN are reported to TSN AF based on SMF event notification (directly or via NEF).

4. Optional: TSN AF may notify CNC to read the capacity report. E.g. when bridge capability change/update events happen.
5. CNC reads the capability report from 5GS virtual bridge(s).

TSN bridge configuration for 5G virtual bridge 
[image: ]
Figure 5. Virtual bridge configuration phase
Figure 5 shows the procedure for the virtual bridge configuration, that are described below:
1. Based on the stream requirements from End Stations, the CNC computes a transmission schedule and network paths. CNC distributes the TSN QoS requirements and TSN scheduling parameters (specific for current node) to 5G virtual bridge via TSN AF. Alternatively, the 5GS virtual bridge may pre-request or query CNC for the TSN QoS and traffic information.
2. The TSN AF extracts TSN QoS requirements. The AF forwards these requirements to the NF responsible for TSN to 5G QoS parameter mapping (PCF or AF), which will perform the QoS parameter mapping. Then, the chosen QoS profile characteristics are sent to the PCF.
Study on which NF is responsible of QoS mapping is not the objective of this paper.
3. PCF verifies that the QoS flow serving for the requested traffic class can be supported in 5GS. 
4. The PCF may trigger the PDU session modification procedure to establish a new 5G QoS flow for the requested traffic class according to the selected QoS policies and rules. The PCF sets the mapping filters at ingress (UE TT UL, or UPF TT DL) based on the given TSN priority, which selects the incoming frames into the QoS flow by comparing to the priority value in every frame header. If the QoS flow serving the requested traffic class already exists, SMF does not establish any new QoS flows, but binds the new stream traffic into the existing QoS flow for the traffic class. SMF configures UE, gNB and UPF for QoS enforcement according to existing 3GPP procedure (see [2], clause 5.7).
5. Optional: PCF response to TSN AF (directly or via NEF).
6. Optional: TSN AF response to CNC.
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